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Famed skeptic David Hume once bemoaned that 
“Nothing is more dangerous to reason than the flights 
of the imagination” (Hume, 1739/2003, p. 191). Hume 
warned his fellow philosophers of the ease with which 
our mental faculties are led astray by our propensity 
for fantasy, and accordingly, he cautioned against the 
use of thought experiments to strategically probe our 
minds. Originally intended for philosophers, Hume’s 
admonition is appreciated by many modern-day psy-
chologists as well. Nevertheless, entire research para-
digms within psychology are built on the use of 
imaginative hypothetical scenarios as the primary tech-
nique to distill psychological fact from carefully con-
trolled reveries (Cushman & Greene, 2012).

In the field of moral psychology, sacrificial “trolley-
style” dilemmas have become the de facto means of 
scientific enquiry. These dilemmas are aimed at inves-
tigating the tension between consequentialist (utilitar-
ian) and deontological normative ethics. In their 
archetypal formulation, these dilemmas require partici-
pants to imagine a runaway trolley train on a deadly 
collision course with a group of unsuspecting victims. 
Participants are asked whether they would consider it 

morally appropriate to save the group but sacrifice a 
single innocent bystander by pulling a lever to divert 
the trolley to another track, where it would kill only 
the single bystander. Consequentialists argue that one 
should focus on the two outcomes in this scenario and 
that the action that results in the least amount of harm 
is preferable (Rosen, 2005). Deontologists, on the other 
hand, argue that it is immoral to enact harm because 
of situational happenstance (Kant, 1785/2002). Many 
researchers assume that subjects’ responses to these 
philosophical dilemmas are reflective of their ethical 
commitments. Some even suggest that it corresponds 
to a genuine fault line within our moral minds that is 
associated with two different modes of information pro-
cessing that drive moral behavior (Greene, 2007; 
Greene, Sommerville, Nystrom, Darley, & Cohen, 2001).
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Though this paradigm has spawned an impressive 
amount of research, it is still an open research question 
whether subjects’ hypothetical moral judgments are 
predictive of the actual behavior they would display in 
a dilemma-like situation in real life. Some researchers 
have tried to deal with this issue by actively measuring 
to what extent subjects were able to suspend their 
disbelief (Greene et al., 2009). Others have attempted 
to bridge this explanatory gap by using virtual reality 
paradigms that allow for a more vivid enactment of the 
trolley-style scenarios, assuming participants’ judgments 
in virtual reality would more closely mirror their real-
life behavior because of the increased contextual 
salience of the dilemma presentation (McDonald, 
Defever, & Navarrete, 2017; Moretto, Làdavas, Mattioli, 
& di Pellegrino, 2010; Patil, Cogoni, Zangrando, Chittaro, 
& Silani, 2014). These studies have yielded some inter-
esting findings, including the observation that subjects 
may be more consequentialist when they are responding 
to the virtual trolley-style dilemmas compared with the 
hypothetical versions (Francis et al., 2016). Yet no touch-
stone research is available to corroborate whether this 
judgment–behavior discrepancy is indeed caused 
because virtual reality research is more lifelike.

Until recently, this judgment–behavior discrepancy 
has been an academic concern plaguing only moral psy-
chologists. However, trolley-dilemma-like situations are 
becoming increasingly relevant to model the moral deci-
sions of artificial intelligence, such as self-driving auton-
omous vehicles (Bonnefon, Shariff, & Rahwan, 2016). 
Accordingly, whether or not hypothetical moral judg-
ment is related to real-life behavior is prone to become 
a matter of public interest. We are aware of one study 
that has directly compared hypothetical moral judgment 
with real-life behavior: FeldmanHall et al. (2012) found 
that people are more willing to harm others for monetary 
profit in a real-life scenario than they are in a hypotheti-
cal version of the same scenario, thus confirming that 
real-life behavior can differ dramatically from hypotheti-
cal judgment. The current research was a first attempt 
to study this difference in the trolley-dilemma context 
through the admission of a “real-life” dilemma that 
required participants to make a trolley-dilemma-like 
decision between either allowing a very painful electro-
shock to be administered to five mice or choosing to 
deliver the entire shock to a single mouse.

Method

Participants and procedure

We collected two samples from the same student popu-
lation. Participants completed the experiment in return 
for course credit. A first group of students completed 

the real-life version of the mouse dilemma (described 
below), whereas a second group completed a hypo-
thetical version of the same dilemma to serve as a refer-
ence. The total size of our subject pool was limited to 
approximately 300 students. Given that our primary 
focus was on the behavior in the real-life dilemma, we 
wanted to ensure that we had sufficient power to detect 
small effects on the rate of consequentialist versus 
deontological judgment in this group, and we tuned 
our sample size accordingly. We calculated that a sam-
ple of 200 participants would have enough power to 
detect a small effect, OR = 1.68 (equivalent to a Cohen’s 
d of 0.20; Chen, Cohen, & Chen, 2010), assuming that 
the distribution of the consequentialist versus deonto-
logical decisions in our real-life dilemma would not be 
extremely unbalanced. In particular, a sample of 200 
would have 75% to 95% power to detect small effects at 
incidence ratios from 50:50 (equal distribution of the 
alternatives) to 85:15 (strongly unequal distribution). 
Accordingly, we aimed for a sample of about 200 par-
ticipants to complete the real-life version of a trolley-
style dilemma and planned for the remaining students 
to participate in the reference group. Whereas this 
approach entailed having a different sample size for each 
group in our experiment, we considered an adequate 
sample size especially crucial for the real-life group.

In the real-life dilemma, a total of 208 students (we 
exceeded our goal because we anticipated some drop-
out) completed an online questionnaire containing a 
moral-dilemma battery to measure their preference for 
consequentialist moral reasoning on hypothetical 
dilemmas and, as a secondary measure, their preference 
for deontological moral reasoning on hypothetical 
dilemmas. Next, they completed measures for various 
individual-differences variables known to be positively 
associated with an increased likelihood of consequen-
tialist decision making on hypothetical dilemmas (i.e., 
need for cognition and primary psychopathy), measures 
that are typically associated with a decreased likelihood 
of consequentialist decision making (i.e., empathic con-
cern, perspective taking, and moral identity), and a 
measure for animal empathy as a control (see Conway 
& Gawronski, 2013; Kahane, Everett, Earp, Farias, & 
Savulescu, 2015). One to two weeks after completing 
the online questionnaire, each participant was invited 
to the lab for an individual session in which the real-life 
dilemma was administered. Though all 208 participants 
were invited for this individual session, 15 participants 
failed to follow through. Additionally, 1 participant 
opted out once the experimental setup was revealed. 
This student still received full course credit and was 
debriefed. Therefore, a total of 192 participants com-
pleted the real-life dilemma. The remaining 83 students 
in the subject pool completed the moral battery and, 
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subsequently, a hypothetical version of the same real-
life dilemma. These participants did not complete the 
individual-differences measures.

Ethical approval

Given that a key aspect of trolley-dilemma-like dilem-
mas is the idea of serious harm inflicted on innocent, 
involuntary “victims,” a real-life experimental version 
of such dilemmas cannot involve human victims. 
Indeed, if humans were to act as victims in a trolley-
style dilemma, informed consent would obviously be 
required, and such use of “voluntary victims” would 
distort a basic premise of the trolley dilemma. Therefore 
we used animals (mice) for the present study. As a first 
step, an ethical approval procedure was started at the 
Ghent University Research Ethics Board for Animal Test-
ing. During the initial contact with the board, it became 
apparent that the proposed experiment did not, in fact, 
qualify as an animal test per European Union or Belgian 
regulations; therefore, no formal approval was required 
under animal-testing regulations. In particular, animals 
were merely present during the experiment but were 
otherwise left alone and not harmed in any way (as we 
will clarify later, they did not actually receive any elec-
troshocks). Although no formal approval for animal 
testing was required, we did follow all ethical guide-
lines for animal care that apply at our university.

Secondly, because the current experiment used mis-
direction and would most likely be stressful for our 
participants, who had to make this real-life moral deci-
sion, a second ethical approval application was submit-
ted to the research ethics board at the psychology 
department. The current study was approved on Novem-
ber 7, 2016 (REB approval: 2016/86/Dries Bostyn).

Measures

Moral judgment. To measure participants’ preference 
for consequentialist moral judgment, we required partici-
pants to respond to a moral-dilemma battery consisting of 
10 hypothetical trolley-style dilemmas (Bostyn & Roets, 
2017, adapted from Greene et al., 2001).1 On each dilemma, 
participants were required to indicate to what extent they 
judged the consequentialist option to be morally appropri-
ate using a 5-point scale ranging from 1 (absolutely inap-
propriate) to 5 (absolutely appropriate). As a secondary 
measure, participants were also asked to indicate to what 
extent they found the deontological option to be morally 
appropriate, using the same 5-point scale.

The most prominent theoretical model for moral cog-
nition in the context of trolley-style dilemmas posits 
that preference for consequentialist and deontological 
reasoning are independent constructs and that each is 

determined by a different mental process (Greene, 
2007). However, it is worth emphasizing that most 
research in the field has focused on studying preference 
for consequentialist reasoning and that much less is 
known about the drivers of deontological preference 
(for an exception, see the literature on process dissocia-
tion in the context of moral cognition, e.g., Conway & 
Gawronski, 2013). Therefore our main analyses focused 
on the consequentialism measure, and the study 
included a measure for deontological reasoning mainly 
for exploratory purposes. All moral dilemmas used in 
the current study are available at the Open Science 
Framework (https://osf.io/kvb99/).

Need for cognition. Need for cognition refers to par-
ticipants’ desire for effortful cognitive activity and was 
measured through the Need for Cognition questionnaire 
(Petty, Cacioppo, & Kao, 1984). Participants were asked 
to respond to 18 items and rate to what extent each item 
was characteristic of them on a 5-point scale ranging 
from 1 (extremely uncharacteristic) to 5 (extremely char-
acteristic). An example item read, “I prefer complex to 
simple problems.”

Empathic concern. Participants’ concern for other peo-
ple was measured using the Empathic Concern subscale 
of the Interpersonal Reactivity Index (Davis, 1983). Par-
ticipants were asked to rate seven items on a 5-point 
scale ranging from 1 (does not describe me well) to 5 
(describes me very well). An example item read, “I often 
have tender, concerned feelings for people less fortunate 
than me.”

Perspective taking. Participants’ ability and desire to 
know what other people are feeling was measured by the 
Perspective Taking subscale of the Interpersonal Reactiv-
ity Index (Davis, 1983). Perspective taking was measured 
using seven items rated on the same 5-point scale as for 
empathic concern. An example item read, “I try to look 
at everybody’s side of a disagreement before I make a 
decision.”

Primary psychopathy. As a measure of participants’ 
antisocial tendencies, the Primary Psychopathy scale 
(Levenson, Kiehl, & Fitzpatrick, 1995) was administered. 
This measure consists of 16 statements, and participants 
rated each statement on a 4-point scale ranging from 1 
(disagree strongly) to 4 (agree strongly). An example item 
read, “Success is based on survival of the fittest; I am not 
concerned about the losers.”

Moral identity. The extent to which participants find 
moral ideals, traits, and actions important was measured 
through the Moral Identity Scale (Aquino & Reed, 2002), 

https://osf.io/kvb99/
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which consists of an internalization and a symbolization 
subscale. Participants were presented with nine moral 
terms (e.g., generous, helpful, honest) and asked to visu-
alize the kind of person who has these traits. Participants 
then indicated how well each of five internalization state-
ments (e.g., “It would make me feel good to be a person 
who has these characteristics”) and five symbolization 
statements (e.g., “The types of things I do in my spare 
time e.g., hobbies clearly identify me as having these 
characteristics”) described themselves. Participants rated 
these statements on a 7-point scale ranging from 1 (not 
true of me) to 7 (completely true of me).

Animal empathy. Participants’ empathy toward ani-
mals was measured by the Animal Empathy Scale (Paul, 
2000). Participants were asked to indicate to what extent 
they agreed with 22 statements on a 5-point scale ranging 
from 1 (completely disagree) to 5 (completely agree). A 
reverse-scored example item read, “So long as they’re 
warm and well fed, I don’t think zoo animals mind being 
kept in cages.” Additionally, we added three items to 
measure participants’ empathy toward mice specifically, 
for example, “I don’t like to see mice getting hurt.”

Mouse dilemma.
The real-life version. All participants were invited to 

the lab in individual sessions. Before participants entered 
the lab, an experimenter read a briefing about the general 
nature of the experiment to the participant. Each partici-
pant was informed that he or she would be required to 
make a real-life ethical decision. Because electroshocks 
were used and we assumed that most participants would 
be familiar with the Milgram studies, the briefing also 
included a one-sentence statement that the experiment 
was not about obedience and that they should feel free 
to make whichever decision they felt was most appropri-
ate. We further told all participants that they could quit 
the study at any point and would still receive full credit 
for their participation.

Once a participant entered the lab, we explained the 
full setup of the experiment to him or her. Inside, the 
participant saw an electroshock machine (DS5, Digi-
timer, Hertfordshire, England) that was hooked up to 
two cages with metal netting on the bottom and the 
sides. One cage contained a single mouse; the other 
contained five mice. A laptop displaying a 20-s timer 
was connected to the electroshock machine. The experi-
menter explained to the participant that a very painful 
but nonlethal electroshock would be applied to the cage 
containing the five mice when the timer reached 0 s and 
that he or she could choose to intervene by redirecting 
the electrical current to the cage containing the single 
mouse by pressing the button in front of him or her. 
The experimenter started the timer immediately after 
explaining the setup and remained present in the 

background during the run of the experiment but did 
not interact any further with the participant. If a partici-
pant decided to press the button, a response time was 
recorded. A visual depiction of the experimental setup 
and a translated version of the text read to the partici-
pants is available on the Open Science Framework.

When the timer reached 0, no electroshocks were 
administered. Instead, the experiment ended, and the 
participant was ushered into a different room for an 
immediate debriefing with another experimenter, dur-
ing which the aim of the study was explained and the 
participant was reassured that no shocks had been 
administered. During this debriefing, all participants 
were asked to explain the motivation behind their deci-
sion, to rate to what extent they had doubted their 
decision and to what extent they had felt uncomfortable 
making this decision (separately, but on the same 
7-point scale), and finally, how sure they had been that 
no shocks would be administered, on a scale from 0% 
(absolute certainty that shocks would be administered) 
to 100% (absolute certainty that no shocks would be 
administered).

The hypothetical version. The participants from the 
reference sample were presented with a hypothetical ver-
sion of the mouse dilemma after completing the initial 
moral-dilemma battery. This dilemma read as follows:

Imagine the following situation. You are participating 
in an experiment as part of a course in Social 
Psychology. Previously, you were asked to respond 
to several moral dilemmas, much like the ones you 
have answered. You are guided to the lab, the door 
opens and you see two cages with mice: one cage 
containing a single mouse, one cage containing 
five mice. An electroshock is hooked up to both 
cages. The experimenter tells you that after a  
20 second timer, an electrical shock will be 
administered to the cage with the five mice but 
that you can push a button to redirect this shock 
to the cage containing the single mouse. The 
shocks are very painful but nonlethal. Would you 
press the button?

Results

The scripts needed to replicate all analyses, along with 
the data, are available on the Open Science Framework.

Preliminary analysis

As an initial exploration of our data, we conducted a 
reliability and correlational analysis of the moral-
preference and individual-differences measures for the 
real-life sample. As Table 1 demonstrates, reliabilities 
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were good, and most correlations were as expected: 
For instance, empathic concern was strongly positively 
related to perspective taking, r = .50, p < .001, and 
strongly negatively related to primary psychopathy, r = 
–.57, p < .001.

Preference for consequentialist reasoning displayed 
medium-sized positive associations with need for cogni-
tion, r = .23, and primary psychopathy, r = .24, and a 
small negative association with empathic concern (r = 
–.14), corroborating findings from earlier studies 
(Conway & Gawronski, 2013; Kahane et al., 2015). Our 
secondary measure, preference for deontological rea-
soning, was not significantly related to any of the indi-
vidual-differences measures.

We also wanted to check whether our participants 
were not overly skeptical of our study design. Crucially, 
only 12 out of 198 participants indicated during the 
debriefing that they were 100% certain that no shocks 
would be delivered (M = 55.1% certain). Yet of these 
skeptics, only 4 claimed that they did not feel uncom-
fortable making a decision on the mouse dilemma, 
suggesting that even the skeptical participants could 
not comfortably assume that no shocks would be given. 
In fact, most participants felt very uncomfortable (M = 
5.34 on a 7-point scale), with 59 participants giving the 
maximum rating. We argue that this suggests that most, 
if not all, participants found our setup convincing. 
Importantly, analyzing the data with or without these 
skeptical participants yielded the same qualitative 
results, and including participants’ levels of skepticism 
as a moderator did not moderate any of our results. 
The results we report in the current article are based 
on the full sample and do not include skepticism as a 
moderator, though these additional analyses can be 
found in the Supplemental Material available online.

Main analyses

All reported analyses were controlled for participants’ 
age and gender. Analyzing the data without these con-
trols yielded the same results. We first compared the 
proportion of deontological versus consequentialist 
decisions on the hypothetical mouse-dilemma with 
those on the real-life version. Accordingly, we fitted a 
logistic regression model with the type of choice (con-
sequentialist or deontological) as the dependent vari-
able and type of dilemma (hypothetical or real life) as 
a predictor variable. This analysis demonstrated that 
participants were more than twice as likely to make a 
deontological decision (vs. a consequentialist one) 
when faced with the hypothetical dilemma (34% of 
decisions) than they were when faced with the real-life 
version (16% of decisions), a difference that was statisti-
cally significant, z = 2.39, p = .017.

We then tested whether participants’ moral prefer-
ence, as measured by the traditional hypothetical-
moral-dilemma battery, predicted their response on the 
mouse dilemma. A logistic regression demonstrated that 
the likelihood of consequentialist judgment on the 
hypothetical mouse dilemma was significantly pre-
dicted by participants’ preference for consequentialist 
reasoning (real: M = 2.99, SD = 0.70; hypothetical: M = 
2.97, SD = 0.78), OR = 2.14, z = 2.17, p = .030. However, 
no effect was found on the real-life version of the 
dilemma, OR = 1.35, z = 0.83, p = .406.2 We quantified 
the strength of the evidence in favor of this null effect 
by calculating a Bayes factor (BF) using the Savage-
Dickey density ratio (Wagenmakers, Lodewyckx, Kuriyal, 
& Grasman, 2010) with the brms package in R (Bürkner, 
2016). A weakly informative Student’s t distribution 
(ν  = 3, µ = 0, s = 2.5) was used as a prior for the regres-
sion coefficients. Convergence of Markov chain Monte 
Carlo permutations was checked through visual inspec-
tion of the trace plots. This analysis suggested a 
BFH0 of 5.61, indicating no association between partici-
pants’ preference for consequentialist judgment and 
their decision on the real-life version of the mouse 
dilemma. More details of the Bayesian analyses, along 
with a prior sensitivity analysis, are available in the 
Supplemental Material.

Additionally, a logistic regression model using the 
individual-differences measures and animal empathy to 
predict the likelihood of a consequentialist decision on 
the real-life mouse dilemma demonstrated that none of 
these measures significantly predicted participants’ deci-
sions (all |z|s < .150, all ps > .134, BFH0s = 2.12–13.13).

Furthermore, we wanted to test whether participants’ 
moral preferences exhibited in the dilemma battery 
were related to their reaction times, the extent to which 
they doubted their decision, and the extent to which 
they felt uncomfortable when making a decision on the 
real-life dilemma. A linear regression analysis on the 
subsample of participants that made a consequentialist 
decision (as no reaction times were available for the 
participants who made a deontological decision) dem-
onstrated that participants’ preference for consequen-
tialist reasoning was significantly related to a speedier 
consequentialist judgment, b̂ = −1.40, SD = 0.57, t(161) = 
–2.47, p = .015, whereas participants’ preference for 
deontological reasoning was unrelated to their reaction 
time, t(161) = 0.96, p = .341. A second linear regression 
demonstrated that participants’ preference for conse-
quentialist reasoning was negatively related to their 
self-reported doubt about the decision on the mouse 
dilemma, b̂ = –0.60, SD = 0.18, t(187) = –3.30, p = .001, 
whereas their preference for deontological reasoning was 
marginally positively related to self-doubt, b̂ = 0.36, SD = 
0.22, t(187) = 1.66, p = .098. A third linear regression 
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analysis with participants’ discomfort as the dependent 
variable demonstrated that participants with a high 
preference for consequentialist reasoning felt less 
uncomfortable about their decision, b̂ = −0.70, SD = 0.15, 
t(187) = −4.67, p < .001, and participants with a high 
preference for deontological reasoning felt marginally 
more uncomfortable, b̂ = 0.35, SD = 0.18, t(187) = 1.97, 
p = .051.

As a final control, we also wanted to test whether 
any of the reported results were dependent on partici-
pants’ empathy for animals or their empathy for mice 
specifically. Both empathy for animals and empathy for 
mice were strongly related to participants’ feelings of 
discomfort, r = .28, 95% confidence interval (CI) = [.14, 
.41], p < .001, and r = .25, 95% CI = [.11, .38], p < .001, 
respectively. However, both these measures were unre-
lated to participants’ levels of doubt, their reaction 
times, or the type of decision they made on the real-life 
dilemma (all ps > .258). Furthermore, neither animal 
empathy nor empathy for mice moderated any of the 
effects of either consequentialist or deontological moral 
reasoning on participants’ levels of self-doubt, their 
feelings of discomfort, their reaction times or, most 
crucially, their decision (all ps > .088).

Discussion

The current results paint an intriguing picture. Although 
preference for consequentialist decisions, as measured 
with a traditional hypothetical-moral-dilemma battery, 
was predictive of participants’ decision on the hypo-
thetical mouse dilemma, this preference was not predic-
tive of how participants behaved on the real-life moral 
dilemma (despite the higher power of the latter test). 
We did find that participants’ preference for consequen-
tialist reasoning in hypothetical scenarios predicted 
their reaction times in the real-life dilemma, and more 
importantly, it predicted the extent to which they 
doubted their decision and how uncomfortable they 
felt while making it. Hence, while participants’ judg-
ment in hypothetical scenarios was not predictive of 
their real-life behavior, it was associated with a cogni-
tive and affective measure surrounding that behavior: 
their (lack of) self-reported doubt and degree of dis-
comfort. Therefore, these results do not imply that the 
traditional moral-dilemma paradigm completely fails to 
measure the relevant drivers of real-life behavior, but 
they do suggest that important aspects of the real-life 
decision-making process are not captured through the 
standard trolley paradigm.

In line with this conclusion, we found that partici-
pants who were confronted with the real-life dilemma 
were less than half as likely to make a deontological 
decision than those who were confronted with a 

hypothetical version of the same dilemma. This further 
corroborates the results from studies that have used 
virtual reality paradigms to study moral cognition, as 
these also uncovered higher rates of consequentialist 
responding when confronting participants with dilem-
mas that are more lifelike (Francis et  al., 2016; Patil 
et al., 2014). Notably these results seem to run counter 
to the main theoretical model in the field: a dual-process 
model that equates consequentialist moral reasoning 
with a cognitive mental process, and deontological 
moral reasoning with an intuitive, affective mental pro-
cess. In particular, this model would predict that the 
increased affective arousal of being confronted with a 
real-life moral dilemma should actually lead to an 
increased proportion of deontological responses 
(Greene, 2007). Moreover, we found that none of the 
individual-differences measures predicted participants’ 
decisions in the real-life version of the dilemma, despite 
the robust associations that have been reported in the 
literature between these measures and moral decision 
making, and despite the associations we found between 
these measures and participants’ judgments on the bat-
tery of traditional trolley-style dilemmas. This, too, is 
crucial, as the relationship with these measures has 
been used in previous work to support the aforemen-
tioned model. The current study therefore suggests that 
the theoretical importance of these associations might 
be overrated and that some of these associative patterns 
are potentially a side effect of the hypothetical nature 
of traditional research but are not related to consequen-
tialist moral reasoning per se. Participants typically have 
not had any real-life experience with trolley-dilemma-
like situations. Individual differences in how partici-
pants translate an abstract, textual dilemma into a 
sufficiently salient mental simulation that allows them 
to fill in this experiential gap might explain the afore-
mentioned associative patterns.

In this regard, the lack of an association between 
primary psychopathy and participants’ actual decision 
is perhaps illustrative. Previous research has uncovered 
that measures of antisocial personality are associated 
with consequentialist reasoning in hypothetical dilem-
mas. This has been a matter of some controversy, as it 
seems to suggest that consequentialism is not motivated 
by the moral concern to minimize harm but is instead 
driven by a lack of empathy toward harming innocent 
other people (Bartels & Pizarro, 2011; Koenigs, Kruepke, 
Zeier, & Newman, 2012). While we did find the expected 
association between primary psychopathy and prefer-
ence for consequentialist reasoning as measured with 
the traditional moral-dilemma battery, primary psy-
chopathy had no meaningful relationship whatsoever 
with participants’ behavior on the real-life dilemma. 
Additionally, it is worth reiterating that a larger number 
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of participants favored the consequentialist alternative 
on the real-life version of the dilemma. It seems unlikely 
that participants were more empathic toward a hypo-
thetical mouse than toward a real mouse; therefore, at 
least some participants must change their preference 
when confronted with the reality of the situation. To 
us, this indicates that when participants made an actual 
consequentialist decision, this was not driven by anti-
social tendencies or by a lack of empathy but by a 
genuine concern for the greater good.

One obvious, potential limitation of the current study 
is that, unlike traditional trolley-style dilemmas, our 
real-life dilemma did not pertain to moral choices 
involving humans. From a sacred or protected value 
perspective, one could argue that people interact in a 
fundamentally different way with animals than they do 
with other humans (Tetlock, 2003). However, recent 
research suggests that there is a symmetry between how 
people tend to treat animals and other humans (Amiot 
& Bastian, 2015). In particular, it is probably more 
appropriate to liken people’s treatment of animals to 
how they treat human out-groups than to assume peo-
ple treat animals as an entirely different moral category 
(Dhont, Hodson, & Leite, 2016). Accordingly, we argue 
that the core mechanisms driving participants’ choices 
on the current dilemma should be the same as those 
behind traditional, “human” trolley-style dilemmas. 
After all, the moral conflict that structures the dilemma 
is the same, regardless of whether it involves humans 
or animals. Crucially, participants’ empathy for animals 
(or mice) did not moderate any of the effects we have 
reported in the current article.

A second potential limitation is that our mouse 
dilemma is an impersonal dilemma (modeled after the 
archetypical switch-trolley dilemma) because the con-
sequentialist choice entailed redirecting an existing 
threat, whereas most of the hypothetical dilemmas in 
our moral-dilemma battery were of a more personal 
nature (Greene et  al., 2001). Skeptical readers might 
contend that the results we report may be caused by a 
mismatch along this dimension. While we acknowledge 
that this is a potential limitation, we advance several 
arguments as to why this critique ultimately fails. First, 
our two most crucial results—(a) participants become 
more consequentialist when confronted with a real-life 
dilemma, and (b) responses to hypothetical dilemmas 
are not predictive of decisions on a real-life dilemma 
but do predict decisions on a hypothetical version of 
that same dilemma—cannot be explained by referring 
to the impersonal nature of the mouse dilemma. Sec-
ondly, a more fine-grained analysis (available in the 
Supplemental Material) that does incorporate the 
personal–impersonal distinction demonstrated that the 
impersonal hypothetical dilemma included in our 

moral-dilemma battery did not predict responses to 
either mouse dilemma better than did the personal 
dilemmas. Finally, even though some previous research 
does differentiate between these two types of dilem-
mas, it is still assumed that participants’ responses to 
impersonal dilemmas are systematically related to their 
responses on personal dilemmas and that responses to 
both are generally driven by the same processes. 
Accordingly, some recent methods of measuring par-
ticipants’ moral preferences have abandoned this dis-
tinction altogether (e.g., process dissociation; Conway 
& Gawronski, 2013). Therefore, we believe that this 
distinction is mostly irrelevant in our design and does 
not undermine, or account for, the difference in effects 
we found for the real-life versus the hypothetical mouse 
dilemma.

The current study uncovered some important dis-
crepancies between hypothetical judgment and real-life 
behavior, much like previous work by FeldmanHall 
et  al. (2012). However, when it comes to explaining 
these discrepancies, the current research is only a first 
step. We found that this divergence cannot be accounted 
for by potential differences in empathic concern or 
cognitive deliberation in real-life versus hypothetical 
cases. For now, we can only speculate about possible 
alternative explanations for the discrepancy. A first pos-
sibility is that lack of experience with actual trolley-
dilemma-like situations causes participants to misjudge 
hypothetical situations, distorting their own inclinations 
toward consequentialism or deontology. Another possibi-
lity is that answers to hypothetical situations may be deter-
mined to a greater extent by virtue signaling than actual 
behavior is (Everett, Pizarro, & Crockett, 2016). Future 
research will have to investigate these and other possibili-
ties. In any case, we advance the argument that we will 
be able to bridge the gap between moral judgment and 
moral behavior only by exploring new research paradigms 
that bring moral decision making into the real world.
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Notes

1. Our moral-dilemma battery consisted of a mix of personal 
and impersonal dilemmas. This distinction did not influence 
any of the reported results, and thus we do not make this dis-
tinction in the current article. However, interested readers can 
find a more fine-grained analysis in the Supplemental Material 
available online.
2. Our exploratory measure for participants’ preference for 
deontological reasoning (real: M = 2.47, SD = 0.56; hypotheti-
cal: M = 2.38, SD = 0.57) was not associated with participants’ 
decision on either mouse dilemma (both |z|s < 1.75, ps > .081).
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